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Modeling interaction as a complex system
Niels van Berkel, Simon Dennis, Michael Zyphur, Jinjing Li, Andrew Heathcote, and Vassilis Kostakos

ABSTRACT
Researchers in Human-Computer Interaction typically rely on experiments to assess the causal effects of experimental conditions on variables of interest. Although this classic approach can be very useful, it offers little help in tackling questions of causality in the kind of data that are increasingly common in HCI – capturing user behavior ‘in the wild.’ To analyze such data, model-based regressions such as cross-lagged panel models or vector autoregressions can be used, but these require parametric assumptions about the structural form of effects among the variables. To overcome some of the limitations associated with experiments and model-based regressions, we adopt and extend ‘empirical dynamic modelling’ methods from ecology that lend themselves to conceptualizing multiple users’ behavior as complex nonlinear dynamical systems. Extending a method known as ‘convergent cross mapping’ or CCM, we show how to make causal inferences that do not rely on experimental manipulations or model-based regressions and, by virtue of being non-parametric, can accommodate data emanating from complex nonlinear dynamical systems. By using this approach for multiple users, which we call ‘multiple convergent cross mapping’ or MCCM, researchers can achieve a better understanding of the interactions between users and technology – by distinguishing causality from correlation – in real-world settings.

1. Introduction
Human-Computer Interaction (HCI) research seeks to understand the causal interactions between users and technology, ultimately leading to the design of improved interactive technology. To study causal interactions, HCI researchers typically adopt one of three dominant approaches. The first is experimental in nature, wherein researchers introduce participants to two or more conditions and compare their effects on a variable of interest. The second relies on observational data and takes a model-based approach to estimate causal effects with regressions. For example, researchers may collect contextual data and model the effect of these variables on device usage. The third approach is qualitative, collecting rich descriptions of ongoing user activity and experience within an experimental or observational study to understand dynamic interactions. Although these approaches can be very useful, they have limitations. On the one hand, controlled experiments offer a simplified version of reality, which limits the generalizability of results in real-world settings. On the other hand, parametric modeling approaches rely on pre-determined equations that can be understood as hypotheses or assumptions about the structural relationships that define a system being modeled.
Such parametric forms may not be suitable for modeling a variety of complex systems whose functioning is not known or cannot be known a priori (Sugihara et al., 2012). Finally, qualitative research can be idiosyncratic, often leaving open questions about replicable causal relationships among relevant variables.

To complement experiments, model-based regressions, and qualitative methods when studying Interaction, we propose an ‘empirical dynamic modelling’ (EDM) method drawn from ecology and applied physics (see (Chang, Ushio, & Hsieh, 2017; Deyle, May, Munch, & Sugihara, 2016; Tsonis, Deyle, Ye, & Sugihara, 2018; Ye et al., 2015)). EDM is a set of methods designed to characterize and test causality in complex dynamic systems, such as those associated with humans interacting with technology over time. By ‘system’ in the term ‘complex system’ we refer to the dynamic interaction among humans and technology rather than the more typical use of the term ‘system’ to refer to the technology itself. Our approach extends EDM techniques widely used in ecology, as in the following example:

Consider an ecological system comprised of wolves and sheep. Over time, the number of wolves affects the number of sheep (since wolves eat sheep). At the same time, the number of sheep affects the number of wolves (fewer sheep means not enough food for wolves, and hence wolves die).

In such a scenario, we would say that the number of wolves and sheep affect each other simultaneously and over time, but it is not safe to assume that the system will tend toward any simple kind of equilibrium or even stable rates of change over time because of the complex dynamics that define predator-prey systems. Therefore, attempting to use typical correlational or experimental methods (e.g., ANOVA) to understand this relationship is inappropriate because they are ill-suited to modeling relationships that are bidirectional, simultaneous, and nonlinear. The techniques we draw on are designed to interrogate such complex systems, and untangle the effects that may be present.

Why is the relationship between wolves and sheep relevant to HCI? Our discipline investigates the interactions among humans and technology, which we propose can be considered a complex dynamic system that involves nonlinear patterns of activity and potentially complex causal effects among users and software/hardware. Users operate with habits and goals that they try to achieve by using an interface. Doing so changes the state of the interface, which in turn has an effect on the user, which in turn triggers changes to how they use the interface, and so forth. There is a rich literature conceptually describing this relationship, such as Jack Carroll’s “Task-Artefact Cycle” (Carroll, 2000), with associated methods to understand the design requirements when creating new and evolving technology; and Don Norman’s “Gulfs of execution and evaluation” (Norman, 1986), which highlights some of the cognitive challenges that the user-interface relationship imposes on users and designers. This line of thought is consistent with the long-standing recognition that understanding the interaction among users and technology requires attending to the ways that technology impacts or ‘conditions’ users and vice versa (e.g., Gaver, 1991; Gibson, 1979; Norman, 2002). To describe this dynamic process, we refer to the ongoing interaction among humans and technology (e.g., hardware/software) as a ‘system.’

Despite the literature recognizing, or at least suggesting, that interaction is a complex system of users and technology, most HCI research relies on the ‘gold standard’ of controlled experiments (Lazar, Feng, & Hochheiser, 2017). These experiments typically compare Artifact A vs. Artifact B in terms of human performance, error, or preference, and by strictly manipulating the different variables between A and B provide insights on how those variables affect users. This approach has great merit for making ‘static’ design decisions: comparing two feedback sounds in terms of human understanding; two input techniques in terms of human error; or two color schemes in terms of human preference. By definition, such studies assume a unidirectional effect: the artifact affects the user. Because the manipulated variable is an artifact characteristic, the analysis assumes that changes to that variable must affect users. Even when control variables are user characteristics (e.g., gender or age), the outcome variables are typically human behavior or performance, therefore maintaining the
unidirectional-effect assumption. However, simply because manipulations and measured outcome variables are restricted to specific factors does not mean that causality is unidirectional. Instead, it implies a potential shortcoming of experimental methods wherein researchers assume unidirectional causality and incorporate this assumption into a study through its design, thus offering a partial picture of a potentially complex system.

Alternatively, ‘dynamic’ longitudinal studies (such as ‘in-the-wild’ studies) provide a more realistic setting for observations, often going beyond more simplistic and unidirectional approaches to understanding the complex relationship between people and technology. Researchers who try to make sense of longitudinal in-the-wild data typically approach analysis with two broad strategies. One relies on regression to estimate the effects of multiple variables on an outcome of interest. A second approach is a field experiment with efforts to randomize conditions and analyses that test differences between them. Unfortunately, both approaches may fail to characterize the complex dynamic relationship among users and technology – neither regression models nor field studies and their analyses can entirely capture the complexity of a complex system and the potentially bidirectional effects involved in real-world interactions among users and technology. On the one hand, regression models would need to be parameterized properly to estimate the effects of interest, but if a system is complex it will be unreasonable to expect researchers to know these parameters a priori. On the other hand, field experiments often suffer from the same problems as typical lab experiments mentioned previously. Of course, qualitative analyses using grounded theory and other approaches can address such shortcomings, but as we noted they have their own drawbacks including the idiosyncratic nature of the results, making it difficult to precisely evaluate and generalize causal effects of interest.

To overcome some of these limitations, in what follows we present a novel method for analyzing longitudinal human performance and artifact states using time-series data. As the system defining their interaction changes over time (i.e., as the states of the system change) in potentially nonlinear and causal ways, our proposed approach is designed to characterize the system and test causality in it – ideally suited for highly granular (i.e., many observations over a period of time) datasets. Our method extends a technique known as convergent cross mapping (CCM) that distinguishes causation from correlation, which was published recently in *Science* (Sugihara et al., 2012). This technique is a core component of the EDM approach that we describe and exemplify. Our paper makes a number of contributions:

- First, as a tutorial, we tease apart the nuances of modeling interactions in a complex system, and describe how complex dynamic system methods can be used within HCI. In what follows, we do so by initially elaborating on our points about more traditional HCI methods, experimental and observational studies, and then proceed to discuss EDM and its logic.
- Second, methodologically, we develop a novel way of combining, visualizing, and evaluating EDM results for multiple individuals in a sample. This has been a limitation of existing methods, which typically focus on a single entity (e.g., a single ecosystem), or treat multiple entities as if they were homogenously defined by a single dynamic system (e.g., Clark et al., 2015). We call our alternative approach Multiple Convergent Cross Mapping (MCCM), which treats each entity as a potentially unique dynamic system. We publicly release our analysis code to support the wider community in assessing and adopting MCCM.\(^1\)
- Third, as a case study, we apply our method in the context of HCI by analyzing user interactions on mobile devices through multiple datasets, demonstrating how our analysis enables researchers to establish the causal direction and distance between two variables of interest. As part of exemplifying our method, we answer questions (amongst others) such as: do people tend to use their phones because they receive notifications, or do they receive notifications because they use their phones, or both (i.e., bidirectional causality)? We also elaborate on

\(^1\)https://github.com/nielsvanberkel/Multiple-Convergent-Cross-Mapping.
the “so what” of these results by describing how they can be understood in a practical sense for inference and design.

- Fourth, we conclude with thoughts on wider applications of EDM for the HCI community, as well as advances to EDM that will aid HCI researcher’s in their question to better understand and model causal effects in the complex dynamic systems that define humans and their interaction with technology.

2. Related work

2.1. Correlation vs. causation in HCI

In their book ‘Research Methods in Human-Computer Interaction,’ Lazar et al. highlight that “one of the most common objectives for HCI-related studies is to identify relationships between various factors” (Lazar et al., 2017). Qualitative methods identify such relationships by identifying and linking themes and codes as discerned through an interview or observational data. Grounded theory, in particular, has a strong focus on identifying causal relationships (Charmaz, 2006), for example, through axial coding (Corbin & Strauss, 2008). Quantitative HCI studies of human participants are typically experimental or observational in nature. These approaches typically have the following characteristics (which may also include qualitative components):

- Experimental study: the researcher intervenes in the reality of participants (e.g., by introducing study conditions) and measures the effect of these interventions (Figure 1a). Such studies are often, but not necessarily, conducted in a laboratory environment, which allows control over potential confounds. However, in such studies the lack of a real-world context can reduce the generalizability of study results (Dix, Finlay, Abowd, & Beale, 2003). Additionally, one key element of control that underpins the ability of experimental approaches to determine causality is random and/or counterbalanced conditions for participants, which can bias or interact with the relationships among causal variables.

- Observational study: the researcher does not intervene in the reality of the participants, but instead attempts to understand the interplay between the artifact and user, typically by

![Figure 1. Illustration of two commonly used research approaches in HCI. (a) Experimental study, in which the effect of different conditions is assessed. (b) Observational study, in which the interplay between artifact and user is more often assessed.](image-url)
observing variables of interest over time (Figure 1b). These studies are usually conducted in-the-wild rather than in a lab, and allow the researcher to observe the user, as well as their interaction with a potential artifact, in their natural environment. As the researcher does not intervene in the reality of the participants, no conditions (i.e., manipulations) are introduced to participants. In such cases, it is important for the researcher to be able to distinguish between naturally occurring correlational versus causal relationships among variables.

The primary purpose of experiments and observational studies is to help researchers estimate and infer causal effects – although more exploratory approaches can also be used these are less common and are not our focus here. Consistent with the well-known dictum that ‘correlation does not imply causation,’ the problem is that many observed associations among variables cannot simply be understood as causal. In our example, researchers may find a relationship between mobile notifications and smartphone usage, but then not know if both variables have common causes, one causes the other, or bidirectional causality exists.

Untangling correlation and causation is a topic that has recently received increased attention across multiple disciplines, including HCI. To address it, researchers have taken various experimental and observational approaches, such as Tsapeli et al. (Tsapeli & Musolesi, 2015) and Mehrrotra et al. (Mehrotra, Tsapeli, Hendley, & Musolesi, 2017) in their analysis of the relationship between smartphone interaction and the emotional state of the user. Their findings indicate that the emotions of the smartphone user have a causal impact on different aspects of smartphone interaction. In their work, Mehrotra et al. (Mehrotra et al., 2017) first perform a correlation analysis to determine which variables have a significant relationship. For example, one of the tested correlations is the user’s self-reported stress level and a number of received notifications. Following this, the variables which are significantly correlated ($\alpha < 0.05$) are tested for causality using a matching design framework as introduced in (Lu, Zanutto, Hornik, & Rosenbaum, 2001). In this approach, a pair of two variables is tested for causality and an ‘average treatment effect’ is calculated by taking into account a set of pre-selected confounding variables (Tsapeli, Musolesi, & Tino, 2017). The average treatment effect indicates the direction of the causation and includes an indicator of significance.

Such approaches rely on some form of regression in an attempt to mimic experiments. For example, instances of users exhibiting behavior A are matched to instances of users exhibiting behavior B under the same circumstances. Although the goal of establishing causality in this way is important, such methods are problematic when dealing with complex systems for at least two reasons: 1) when variables are deterministically related in a system, then controlling for any one variable can eliminate important aspects of overall system dynamics; and 2) assuming how variables are related to each other is required a priori to construct a parametric model that will have the assumptions embedded in it, such as when researchers first check for significant bivariate correlations, which can be zero even though causal relationships exist that are nonlinear in nature (Sugihara et al., 2012).

Indeed, although researchers are well aware that two variables may be correlated but lack a causal relationship, they typically overlook the inverse fact: two variables may be uncorrelated but can still be causally related because they are a function of complex system dynamics that are nonlinear. This fact undermines both experimental and observational approaches that usually rely on linear covariance analysis, and thus even observational methods that are designed to mimic an experiment are not necessarily well suited for studying complex dynamic systems, which we now discuss.

2.2. Complex dynamic systems and EDM

Complex dynamic systems consist of multiple interacting components that produce inherently unstable and nonlinear behavior as a system evolves over time, such as the interaction between users and technology evolving dynamically over time. This evolution occurs in state-dependent ways, meaning the way a system functions depends on its current and historical states, such as a user’s next
actions or a technology’s next alerts depending on the recent past. Complex dynamic systems can be found all around us, and as such the idea of dynamic systems has been applied to a wide variety of disciplines with phenomena that can be described using a small number of variables/dimensions behaving nonlinearily (Larsen-Freeman, 2015), including the spread of diseases (Galea, Riddle, & Kaplan, 2010), ecological diversity (Carpenter & Brock, 2006), financial markets (Mauboussin, 2002), and human development (Dörnyei, Henry, & MacIntyre, 2014). Dynamic systems evolve based on the interaction of the components in the system, with the goal of the researcher often being to predict or forecast the next state of the system based on recent states. Given the complexity and non-linearity of dynamic systems, the use of linear statistical methods (common in experimental and observational designs) is not suitable: “Linear approaches are fundamentally based on correlation. Thus, they are ill-posed for dynamical systems, where correlation can occur without causation, and causation may also occur in the absence of correlation” (Chang et al., 2017).

Empirical dynamic modeling or EDM is a non-linear approach to studying dynamic systems based on Takens’s theorem (Takens, 1981), which describes how the behavior of a multi-variable complex system can be reconstructed based on a time series of a single variable, as can be seen in the video included in (Sugihara et al., 2012). The crucial insight in Takens’s theorem is that all the richness and diverse behavior of a complex system can be reconstructed by analyzing any single variable that is associated with the system. This theorem is important for HCI studies, because even though there may be confounding variables that a study has not captured, Takens’s theorem suggests that those confounding variables nevertheless leave an imprint on the variables that are measured. As such, we can reconstruct the behavior of an entire system by capturing just a single variable. Thus, traditional concerns about confounds are fundamentally altered and potentially alleviated because the traditional approach of attempting to control for relevant system variables can actually make it more difficult to reconstruct the dynamical behavior of a system – controlling for any variables relevant to a system can eliminate important system dynamics – thus making the results from typical regression models potentially suspect.

Based on Takens’s theorem, EDM operates with minimal assumptions about the exact nature of a dynamic system by using a time-series to reconstruct the system’s behavior, thus making it “suitable for studying systems that exhibit non-equilibrium dynamics and nonlinear state-dependent behavior” (Ye et al., 2019). This is done in a three-step process:

(1) the dimensionality E of a dynamical system is assessed using a method known as simplex projection, and we continue to the next step if E is sufficiently low (<15 in our case);
(2) using a method known as S-mapping, we assess whether the system evolves nonlinearily (i.e., in state-dependent ways); and then
(3) based on results from the previous analyses, convergent cross mapping or CCM is used to assess causal relationships among variables that define a dynamical system (see Sugihara et al., 2012), and then practical implications and design inferences are drawn based on results. This third step is important because, for example, variables in dynamic systems can display a positive correlation at some times, while displaying no correlation or even a negative correlation at other times (Sugihara et al., 2012) – a phenomenon known as ‘mirage correlation.’ Thus, linear analysis methods may misconstrue and fail to uncover a large number of nonlinear behaviors and causal effects due to the nonlinearity of variables in dynamic systems, leading to inferences and design decisions that may be suboptimal. CCM helps overcome this potential problem by assessing causal effects without linear assumptions.

In contrast to predictions based on a predefined set of equations as in typical regression models, “EDM [...] relies on time series data to reveal the dynamic relationships among variables as they
This dynamic relationship among variables, wherein correlations depend on the state of a system, is a typical aspect of complex nonlinear systems. EDM was originally applied to ecosystem forecasting (Ye et al., 2015), where it outperforms traditional modeling methods by making highly accurate forecasts—allowing better fisheries management, for example. EDM is now being applied in a wide range of disciplines with similar benefits, including finance, neuroscience, and genetics (Popkin, 2015). These fields typically produce a large amount of longitudinal data where the interest is in using observed variables to make causal inferences. Based on this path-breaking work, we argue that EDM and CCM can be helpful in analyzing human-technology interaction data in HCI studies, especially under conditions that share these characteristics of dynamic systems.

Specifically, inspired by Jack Carroll’s (Carroll, 2000), Don Norman’s (Norman, 1986), and William Gaver’s (Gaver, 1991) work, we argue that human-technology interaction bears the hallmarks of an evolving complex dynamic system. Technology use is often non-linear and episodic, as shown by a wide range of studies on technology interaction (e.g., learning effect, technological adoption). Furthermore, our relationship with technology is bidirectional (e.g., a person’s interest in social media causally drives smartphone use, and increased smartphone use can lead to the increased time spent on social media). Finally, our interaction with technology is driven by many factors (e.g., friends, weather, trends), which can dynamically change both by themselves and in relation to one another in nonlinear ways. By definition, it is impossible to account for all of these (confounding) factors in typical linear models. As such, we propose to model the interaction between humans and technology as a dynamic system in order to gain further insights into how such systems function, including causal effects among the variables that define them.

Although a limited number of researchers have attempted to separate correlation and causality in the domain of HCI, their approaches typically concern linear systems which are unable to account for the complex patterns of technology use. Although EDM has great potential for fields such as HCI that involve the study of complex dynamic systems, to our knowledge no paper has described the use of EDM in HCI literature.

2.3. Our methodological contribution

Previous work has been highly successful in applying the concept of complex systems to study singular entities (e.g., an individual rainforest or a single stock market). Although these analyses have traditionally focused on ecosystems (Sugihara et al., 2012; Ye et al., 2015), recent work has also begun to investigate individual human behavior. All aforementioned studies, however, are limited to the analysis of an individual system. This works well in the analysis of ecosystems, where a researcher tries to understand the dynamics of a single ecosystem, or a single financial market. However, this approach will not transfer well to HCI when multiple users are studied and each one is treated as an independent ecosystem.

For example, while different groups of shoaling fish can ultimately be considered as functioning with common rules that define a common dynamic system, the same may not apply to a group of study participants, each of which may function according to unique rules that define a unique dynamic system. Participants in a typical HCI study may be unique in important ways, utilizing personal devices in potentially different ways in different contexts, rather than sharing technological and behavioral interactions in a common environment. Furthermore, consistent with the notion of a complex dynamic system, we expect that even with very similar starting conditions (e.g., a new smart-phone with a single set of default settings), differences will emerge over time between participants in the ways that they interact with technology. Therefore, analyzing the data from multiple participants as if they originate from a single ecosystem may mask the uniqueness of interactions that define each individual and their technology. In sum, EDM can be used to analyze data from one entity or multiple entities (see e.g. (Clark et al., 2015)), but heretofore this has often been done by treating the behavior of the entities as being part of a single dynamic system. In what
follows, we extend EDM to the case of multiple users who may not share a common dynamic system, and we present a novel way to summarize and validate the multiple independent analyses associated with this case. We call this approach multiple convergent cross mapping or MCCM, which estimates unique causal effects for each system/participant sampled over time. In what follows, we describe the logic of EDM, CCM, and then MCCM through a real-world illustration.

3. Method and results

3.1. Datasets

We exemplify our method by applying it to multiple independent datasets – each with multiple users and, thus, multiple unique dynamic systems. Our purpose is to identify and characterize relationships for a range of variables associated with mobile device use, specifically by: 1) characterizing the dynamical system associated with each user’s data using simplex projection and S-mapping as noted previously, and then; 2) with results from this step use CCM to assess causal effects among variables of interest.

Dataset 1 consists of smartphone use traces from 20 participants collected during a 3-week in-the-wild study (van Berkel et al., 2018). Participants were recruited from a university campus using mailing lists and had a diverse educational background. A mobile application was installed on participants’ phones, and ran continuously in the devices’ backgrounds. Participants used their personal phones in order to ensure realistic usage behavior. During the study, participants were asked to complete up to six questionnaires per day using the Experience Sampling Method (ESM). The study’s goal was to capture the effect of different ESM notification scheduling techniques on participant response rate and accuracy. The application collected, inter alia, device ID, phone usage, battery level, and application usage data. The data were cleaned by removing applications initiated by the operating system (e.g., application launcher, keyboard). Following this, the dataset contained over 78,500 application usage events, over 137,000 notification events, and close to 3 million battery events (i.e., changes in battery level or charging status).

Dataset 2 is an extension of the dataset of the study reported in (Visuri et al., 2017). It consists of smartwatch use traces of 589 smartwatch users, collected between January 2016 and February 2017. 67.9% of the users (N = 400) had the application installed and logging for less than 30 days (M = 7.49, median = 5), 17.7% of the users (N = 104) for a timespan between 30 and 90 days (M = 54.66, median = 52), and 14.4% of the users (N = 85) for more than 90 days (M = 178.36, median = 148). Objective of the data collection was to obtain a better understanding of the interaction between users and their smartwatch. Data collected by the application which are of relevance here are device ID, smartwatch screen events (turned on, turned off), and notification information (time and application). The total dataset consists of 6.1 million notifications and 2.0 million screen usage events.

Dataset 3 contains data from a laboratory experiment (Sarsenbayeva et al., 2017), whereby participants’ finger temperature was recorded while using a smartphone. The sample contains 24 participants, each of whom spent approximately 90 min completing tasks on a smartphone. Two of the experimental conditions took place in a cold chamber with a temperature of −10°C, whereas the remaining two conditions took place in room temperature. During the study, the thumb and index finger temperature of the participants were recorded continuously. In addition, the temperature of the smartphone battery was collected continuously. The study aimed to quantify the effect of cold temperature on participant interaction with a smartphone.

For datasets 1 and 2 we calculate an hourly metric per measurement variable for each participant, and for battery data we calculate the average battery percentage per hour. Phone usage is calculated as the number of times the phone was turned on per hour. For the remaining variables (application usage and incoming notifications) we count the total number of events per hour. For Dataset 3, we consider each experimental task as the unit of analysis. For each task (which lasted a few seconds) we calculate both the average temperature of the participant’s active finger (thumb or index depending
on how the phone was held) and the average battery temperature during that period. The participants from all three datasets are unique.

3.2. Method

To conduct analyses we use the R package ‘rEMD’ by Ye et al. (Ye et al., 2019). We now describe the six steps of our method, adapted from (Ye et al., 2019), including the process of data wrangling, MCCM, and a final robustness check. We develop this process in order to highlight the differences/similarities between participants in a study We apply this method to the aforementioned datasets in the subsequent section.

Data treatment

EDM requires data in a typical time-series or panel data format (i.e., a ‘long’ format where each occasion of measurement is a row and variables are columns; see Table 1). For Datasets 1 and 2 we formed a time series consisting of 24 hourly entries per day. For Dataset 3 the time series consists of the experimental tasks, each of which lasted a few seconds. If the variable of interest did not occur in a specific-time period (e.g., a participant did not receive a notification during a given hour), we assigned a value of 0 for that time period. If a participant has insufficient data available for analysis (i.e., limited number of rows), the participant was completely discarded. In our case, we discard participants with less than 10 data points. Using this cutoff point, we discard zero participants from Dataset 1, 30 participants from Dataset 2, and zero participants from Dataset 3. The minimum number of data points is dependent on the study design and research questions.

Identify the optimum value for E (Embedding Dimension)

In this step, we identify the optimum embedding dimension (E) using simplex projection, as recommended for EDM (Ye et al., 2019). The method uses time-delay embedding on a single variable to generate a complex system reconstruction, and then applies the simplex projection algorithm to make forecasts. In brief, consistent with Takens’s theorem, the idea is to use a set of E lagged values of a variable to reconstruct the behavior of a dynamic system in E-space. Each point in E-space is formed using E lags of a variable, and these points form an ‘attractor’ or an ‘attractor manifold’ that defines system evolution (e.g., a classic example of the Lorenz or ‘butterfly’ attractor). Then, for a given point on the manifold, the quality of the reconstruction is evaluated by finding the E + 1 ‘nearest neighbour’ points on the manifold, and then projecting these neighbors into the future

Table 1. Example slice from collected data.

<table>
<thead>
<tr>
<th>Row #</th>
<th>Participant ID</th>
<th>Date</th>
<th>Hour</th>
<th>Notifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>171</td>
<td>4939097448</td>
<td>01-01-2018</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>172</td>
<td>4939097448</td>
<td>01-01-2018</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>173</td>
<td>4939097448</td>
<td>01-01-2018</td>
<td>16</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 2. Three steps in calculating an empirical dynamic model. (a & b) Identify optimum values for E for both variables. (c & d) Verify non-linearity for both variables. (e) Convergent cross mapping.
to make predictions. This forecast ability is calculated as the correlation between the observed and predicted values – we annotate this value as ‘rho’ $\rho$. For different values of $E$, we plot the forecast skill as the correlation $\rho$ among predicted and observed future values in a hold-out subsample (Figure 2a and b). We select the value of $E$ that maximizes this correlation. The optimum value of $E$ provides the best out-of-sample predictions of the future, implying that an underlying dynamical system has been optimally reconstructed. The identified optimum $E$ value is then used to further analyze each variable for each participant. Furthermore, the functional form of the $E$-$\rho$ relationship is useful for diagnosing the nature of a system. Low-dimensional deterministic systems with low noise will have $\rho$ maximized at a large value (i.e., close 1) when $E$ is small (in our case less than 15). Alternatively, high-dimensional deterministic systems or stochastic systems with autocorrelation will typically show $\rho$ increasing with $E$, and potentially stabilizing rather than falling at very large $E$ (Sugihara, 1994).

**Test for nonlinearity**

CCM is a nonlinear analysis technique, and it is, therefore, useful to check whether a system evolves in a nonlinear fashion rather than merely being defined by linear autocorrelated noise. rEMD uses S-maps (Sugihara, 1994) to distinguish between Brownian noise (also known as ‘red noise’) and nonlinear deterministic behavior (Ye et al., 2019). In brief, this is done by using the $E$ chosen from the previous step of simplex projection, and then estimating a linear map that uses the $E$-dimensional points on a manifold’s surface to predict the future. As done for rEDM, we define ‘theta’ as the S-map tuning parameter which adjusts the sensitivity to nearby versus distant points for the mapping. When $\theta = 0$, all points on the manifold are equally weighted and therefore the map reduces to a kind of autoregression, but when $\theta > 0$ the map is more sensitive to nearby points and thus the mapping is more local and, therefore, state-dependent. As can been seen from Figure 2c and d, if in the produced graph the forecast ability is greatest when $\theta = 0$, then this means the data can be modeled by an autoregressive model. If the prediction is greatest when $\theta > 0$, then more local information is more useful for prediction of the future, implying state-dependent system evolution and therefore a nonlinear process. We explicitly label as “invalid” participants whose data is auto-correlated, and assign $\theta = 0$. In our case, this tends to happen due to a small dataset, or a dataset with non-rich data. This is critical, as even a purely stochastic (i.e., random) time series may show predictability as the result of linear autocorrelation. Using the aforementioned approach, we are able to distinguish between autocorrelation and nonlinearity.

**Convergent cross mapping for each user**

The next step is to apply CCM to identify a potential causal link between the variables for each user. CCM is specifically developed for analyzing causality in time series variables (Sugihara et al., 2012). In brief, the method works by mapping two variables to each other using the nearest neighbors of each point on the $E$-dimensional manifolds. When the number of points on the manifold or the ‘library’ size $L$ increases, the nearest neighbors tend to become nearer, which improves predictions if the variables are causally linked (i.e., more local information improves prediction if the variables are causally linked). This improvement is called convergence. The results of CCM are displayed in Figure 2e. We must apply a number of heuristics when interpreting these results for each user. First, we look for a clear convergence of the CCM value, i.e., verifying that the blue and red solid lines are initially increasing and then eventually level-off. We also decided to apply an asymptote function to identify a single point on the y-axis where we assume each series converges. Next, we compare the two asymptotes and determine which one is the largest (i.e., which one is on top). Finally, we check to see if the asymptote that is on top is also above the bivariate correlation among the variables (indicated with a black dashed line). This correlation value is calculated as a straightforward Pearson correlation between the two variables of interest.
Combine the results from multiple analyses

This step represents our extension to the CCM technique, which we developed to summarize the results from multiple CCM analyses, hence the acronym MCCM. We developed this step with the objective of obtaining a rich summary of the similarities and differences between large numbers of participants. Our objective was to generate a single graph to summarize a large number of analyses. After trying a number of visual approaches, we settled on the following approach which highlights differences between participants: For each analysis (i.e., participant) we plot the difference in asymptotes (the relative difference indicates the direction of the effect) versus the difference of the largest asymptote and the correlation value (indicating the effect size), as calculated between the two variables. We finally calculate the mean value for the direction of the effect across all study participants in order to summarize effects among the variables for the entire sample (the standard deviation can also be used to assess dispersion if the effect distributions are approximately normal). This enables a kind of dominance analysis that allows inferring which direction of effect appears to be strongest for two variables.

Robustness check

The final step is to determine the robustness of the findings. We do so by adopting a “proxy data” approach. Here, we compare our findings against a null model obtained by random permutations of the raw data – also known as a ‘surrogate data’ method in the EDM literature.

In the figure below, we summarize our analysis for a single participant in the smartphone dataset. Here we seek to understand the effect of two variables on each other: the number of times the participant turned on the phone by pressing the unlock button (“screen_on”), and the number of notifications that the phone received. The variables were coded as we described earlier, and therefore are counted on an hourly basis. In Figure 2a and b we identify that the optimum E for this participant’s data is 11 and 30, respectively. In Figure 2c and d we verify that the data is nonlinear (since the maximum forecasts skill is at ~2.0 and ~1.8, which are greater than 0). Finally, in Figure 2e we observe that, for this participant, the number of times they unlock the screen is more likely to drive the number of notifications they receive (rho = 0.5) rather than the other way around (rho = 0.17). This is because the red line reaches a higher convergence point than the blue line. Furthermore, we observe that this is a substantial finding since the red line converges at 0.5 which is much larger than the raw bivariate correlation between these two variables (r = 0.21, shown in black dashed line). Although convergence in CCM is the primary arbiter for causal inference, our approach allows straightforward inferences regarding which of two variables appear to have the stronger effect on the other. Based on these results, we can draw various practical conclusions such as what drives someone’s use of a technology, the effect of external influencers (e.g., notifications) on user behavior, or identify clusters of different influencers among a user group. This newfound knowledge on the drivers behind certain usage patterns can inform the design of technology by increasing or decreasing these drivers accordingly.

In Figure 3 we provide examples where the data fail our heuristics and we decide to discard the participant from the analysis. In Figure 3a we show data from a participant whose data does not appear to be non-linear. In Figure 3b we show data from a participant where our analysis does not provide significant results since the highest asymptote (red-dashed line in this case) is below the correlation line (black-dashed line). Finally, in Figure 3c we show the results from a user where the CCM results do not converge (i.e., the top-red line appears to be flat) and thus causal effects cannot be inferred.

The process we have described in Figure 2 is what would be followed to analyze a single complex dynamic system, e.g., studying the relationship between the number of toads and snakes in the amazon rainforest. We apply our method to each participant independently, and therefore our analysis produces one graph per participant (as shown in Figure 2e), which with even a modest sample size can be cumbersome. Therefore, we need to extend this method and develop a meaningful way to summarize results for all participants, and draw conclusions about the variables
we are analyzing for an entire sample of people. For example, this would be equivalent to studying
the relationship between toads and snakes across \( N \) different rainforests. In our case, we may get
conflicting results from different participants, and different effect sizes, and therefore it is necessary
to arrive at a conclusion that moves beyond simply eyeballing the hundreds of graphs we and others
might generate.

To summarize the results from multiple participants, we adopt a geometric approach. In Figure 4
we visualize how we can summarize the CCM results from multiple participants, or multiple
ecosystems. Looking at the CCM results of each participant, we first calculate two values:

- the difference between the two asymptotes. This is the vertical difference between the red-
dashed line and the blue-dashed line, and is an indicator of the primary direction of an effect.
- the difference to the raw correlation. This is always calculated as the difference from the top
asymptote (in this case the red-dashed line) to the correlation (the black-dashed line). This is
an indicator of the strength of the effect to the extent that CCM reflects nonlinear dynamics
that are not reflected in linear bivariate correlations.

Having calculated these two values, we use them as the x and y coordinates, respectively, in
a scatterplot, wherein we simply add a dot at those coordinates in the scatterplot. In the example in
Figure 4 the difference between asymptotes is about \(-0.23\), while the difference to the correlation is
about 0.1. Therefore, we add a datapoint at coordinates \((-0.23, 0.1)\) in the scatterplot. In this
scatterplot, we use red to denote any data points (i.e., CCM graphs) that are to be discarded because
they fail our heuristics.

Next, we calculate the mean x-axis value for all data points that we retain in the scatterplot. This is
indicated as the thin vertical-dotted line at \(x = -0.192\). This mean value is calculated using only the
retained data points, ignoring the discarded data points. This value, along with the standard
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**Figure 3.** Examples where a participant’s data must be discarded as it fails the heuristics of the analysis. 3A: The data fails the non-linearity test. 3B: The CCM results are not significant: they are below the correlation value. 3C: the CCM results do not converge.
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**Figure 4.** A visualization of our geometric approach to summarizing CCM results for multiple participants. For each participant we calculate the difference between asymptotes and the difference to correlation. These two values become the \((x,y)\) coordinates of a data in our summary scatterplot. All retained values are used to calculate the x-axis mean, as a means to summarize the overall outcome of the analysis.
deviation, is then used to characterize the population and therefore summarize all results for all participants.

As shown in the rightmost of Figure 4, all points below the horizontal axis are ignored using our approach, since these represent graphs where the top asymptote is below the correlation line. Additional points may also be ignored if they fail one of the other heuristics (failing the non-linearity test, or lack of convergence), and in our experience this tends to happen with small or non-rich datasets. Furthermore, any data points in the top-left of the scatterplot indicate that variable 1 is stronger, while points in the top-right indicate that variable 2 is stronger.

Finally, we use a method to validate our results that is common in the EDM community: comparing observed results to a null model. We generate null models with the use of “surrogate data” (Small & Tse, 2003). Surrogates are created by randomly permuting the values of the original time series on a participant level – eliminating temporal dependencies while preserving the histogram of the original data. We expect that if our findings are simply due to broad statistical features of the data in our observations, then these random permutations will produce results that are similar to our actual results. If our actual results are demonstrably different than the random permutations, then we argue that this is evidence that there is something special about the order in which the events took place, and therefore they capture the underlying dynamics of a complex system that evolves over time.

To conduct this validity test, we run CCM on the surrogate data and subsequently store the asymptote differences (i.e., the x-axis coordinates in Figure 4). The generation of surrogate data and subsequent CCM calculation is independently repeated 25 times per participant. All values are reordered pairwise, thereby maintaining the correlation between the two timeseries. We present a visual comparison of the actual data versus the surrogate data (see Figure 5 for an example), and consider if the mean asymptote difference that we report in the plots is likely to belong to the distribution of values observed in the surrogate data. We do so by considering the median and 95% confidence interval of each distribution. As can been seen from Figure 5, the difference between asymptotes for the surrogate data is centered around zero. These results are substantially different from the results obtained from our participant population (shown directly below). It must, therefore, be the temporal order of the data (as observed in the participant data but randomly permuted in the surrogate data) which causes the difference between asymptotes.

### 3.3. Results

We now present the results of applying our method to investigate the relationship between a number of variables in our datasets. First, we investigate whether device use is driven by notifications, or the other way around. There is increasing literature suggesting that users have a hard time managing notifications on their mobile devices, and that work has suggested that more notifications may be causing people to use their device more often (Mehrotra, Pejovic, Vermeulen, Hendley, & Musolesi, 2016; Stothart, Mitchum, &
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Yehnert, 2015). To analyze this relationship, we analyze these two variables in our two datasets independently. From the first dataset, we analyze how often people unlock their screen vs. how many notifications they received on their smartphone. In the second dataset we repeat this analysis for smartwatch users. The results are shown in Figure 6 and suggest that for both smartphones (top) and smartwatches (bottom) device usage drives the number of notification and not the other way around. The effect is stronger on smartphones (0.208 versus 0.103 for smartwatches). In the case of smartwatches, we observe that several users do tend to experience this relationship reversed (i.e., the notifications appear to be driven their use of the smartwatch). We now compare our results from the datasets against their respective surrogate analysis. For the smartphone dataset, the observed mean value of −0.208 (95% CI [−0.273, −0.141]) differs considerably from the null model’s mean value of 0.003 [−0.010, 0.003]. We visualize this comparison for the smartphone dataset in Figure 5. Our surrogate analysis for the smartwatch dataset similarly suggests that the observed value of −0.103 [−0.123, −0.087] is different from the null model 0.000 [0.000, −0.004].

Next, we present an analysis to determine whether people’s use of technology is driven by battery level, or the other way around. There is a growing literature reporting on how people manage power on their mobile devices, charging strategies, and in general how they perceive the autonomy of their devices (Clayton, Leshner, & Almond, 2015; Ferreira, Dey, & Kostakos, 2011; Hosio et al., 2016). By applying our method (Figure 7) we show that overall individuals’ use of the device has a stronger effect. By inspecting the results we observe that in fact smartphone users (top of Figure 7) are somewhat spread out, suggesting a weak causal effect. For the smartwatch data (bottom of Figure 7) the effect is much stronger in favor of device usage (0.155 vs. 0.041 for smartphones). Our surrogate analysis for the smartphone dataset suggests that the observed values of −0.041 [−0.098, 0.019] align to some extent to the null model (0.001 [−0.006, 0.008]), and this is likely because users are spread out in Figure 5. For the smartwatch dataset, our surrogate analysis suggests that the observed values of −0.155 [−0.178, −0.135] differ from the null model (−0.006 [−0.007, −0.001]).

Finally, we perform a series of “sanity checks” to confirm that our analysis is sound. Up to this point, it is plausible that the results could be wrong, since we have no objective way of knowing the

Figure 6. Results from analyzing the relationship between using a device (top: smartphone; bottom: smartwatch) versus receiving notifications on that device.
ground truth (i.e., the data-generating process). In fact, ground truth is impractical to generate here – even if we asked each individual participant to tell us their opinion or provide us some labeled data, we would expect that it is challenging for participants to accurately self-reflect on their past behavior and precisely quantify the effect of the two measured variables in each direction.

We, therefore, adopt a number of strategies to further test the validity of our approach: testing for the impossible, and testing for randomness. First, we analyze a pair of variables where we know that the relationship is unidirectional and it is absolutely impossible for the relationship between the two variables to be bidirectional. If our analysis behaves as expected; then, the results should be overwhelmingly in the direction of one variable over another.

To implement this strategy, we consider the following pairs of variables: number of times the device is unlocked versus the hour of the day. Hour of the day is a numeric variable ranging from 0 to 23, and device usage is again a numeric variable describing the number of times the device was unlocked for a given hour. Given these two variables, we can speculate that the hour of day may influence how much our participants use their device. We expect device usage to increase during the day and to be mostly absent during the night. However, it is impossible for any effect to be present in the opposite direction – the amount of times a device is used cannot possibly affect the time of day (unless we expect phone use to alter the space-time continuum). The results show that our method produces the expected result: device usage is driven by the hour of the day (see Figure 8), and not the other way around. This is in line with expectations, and confirms that our method operates as expected. Our surrogate analysis suggests that the observed distributions (respectively $-0.129 \pm [-0.175, -0.087]$; and $-0.119 \pm [-0.136, -0.100]$) are different to the null models (respectively $0.001 \pm [-0.008, 0.008]$ and $0.003 \pm [-0.001, 0.006]$).

We conduct an additional sanity check by attempting to analyze random data. In this case, we analyze smartphone usage versus a randomly generated number between 0 and 99. We expect that there should be no apparent relationship between these two variables in either direction. The results in Figure 9 do indeed show that for most participants the results fail the heuristics, and for the few
remaining participants the results are small and close to 0. This confirms our expectation that no apparent effect is observed. Our surrogate analysis suggests that the observed distribution (−0.002 [−0.020, 0.027]) is very similar to the null model (−0.006 [−0.130, 0.001]).

Our next sanity test, and in many ways a prime demonstration of the benefits of our method, comes from analyzing data that are correlated but we know there is no causal effect between these two variables. We created two variables (i.e., columns in a table) in the smartphone dataset, as follows:

- random2: = 0.5*notifications + random1
- random3: = 0.3*notifications + random1

Because of the way ‘random2’ and ‘random3’ are generated, they have a very high correlation (r = 0.97); however, we know that they cannot cause each other because they are only directly affected by the
variable ‘random1’. This is a typical example of a confounding variable giving rise to an apparent correlation between two other variables. Analyzing these data using our method we find that indeed there is no effect between random2 and random3, and generate inconclusive results (Figure 10). Our surrogate analysis shows that the observed results (−0.021 [−0.058, 0.014]) are very similar to the null model (−0.003 [−0.009, 0.005]), and a visual representation of this comparison is show in Figure 11. Here we can visually confirm that the values for participant data and surrogate data are closely aligned.

Next, we analyze physiological data from Dataset 3. Specifically, we analyze the relationship between finger temperature and battery temperature. The correlation between this data is high ($r = 0.85$) since both variables are affected by the ambient temperature. However, we expect the variables not to affect each causally. Our analysis (Figure 12) confirms that indeed there is very weak causality between these two variables. Our surrogate analysis shows that the observed values of 0.010 [−0.029,
0.007] are similar to the null model (−0.001 [−0.01, 0.008]). This case highlights an example where the data are nonlinear but not causally related.

Finally, we present a comparison between the aforementioned test results and their respective surrogate results in Figure 13, containing the asymptote differences for all original and surrogate data. This overview visualizes the aforementioned mean values and confidence intervals, and provides further evidence for our method of analysis. Tests which report no clear causality have a strong overlap with the causal data (e.g., tests with random data or the 'BatteryTemp' ↔ 'ActiveFingerTemp' test) – whereas tests which report a strong causal relationship have no overlap with the surrogate data. Close alignment with the surrogate data indicates that the order of the data is unable to reveal causal information on the variables of interest.

4. Discussion

HCI researchers have typically drawn on a variety of methods for analyzing their study results (Lazar et al., 2017). Even though the dictum ‘correlation does not imply causation’ is well known within our discipline, only a handful of previous work has aimed to rigorously tease apart correlation and causality. Here, we present a novel causality test from nonlinear dynamical systems analysis, apply it to multiple recent datasets, and develop a new way to interpret the results for multiple participants.

Although previous work has applied this method to singular entities (e.g., Cramer et al., 2016; Sugihara et al., 2012; Ye et al., 2015), HCI researchers typically analyze larger groups of participants rather than individual entities. Our proposed method of analysis differs from the existing work in HCI on identifying causal relationships (e.g., Mehrotra et al., 2017; Tsapeli & Musolesi, 2015). First, our approach does not use correlation to determine pairs of variables worthy of further investigation. As we have shown in our results, correlation and causality can be quite independent, and therefore using correlation as a precondition for further analysis can lead to unreliable results. Second, previous approaches have often assumed that all variables of interest (including confounding variables) are accounted for, but this not required with CCM. Given Takens’ Theorem suggesting that it is possible to reconstruct a complex system based on a single variable’s time-series, the role of any unobserved variables is captured even when that variable is not directly observed. This is important, as it is unlikely that we can capture all variables that may be related to our variable of interest when studying participants in-the-wild.

We analyze a variety of datasets to demonstrate the applicability and validity of our method. Our results show that smartphone and smartwatch usage drive incoming notifications, and not the other way around. As shown in Figure 6, the effect is stronger for smartphone users than for smartwatch users. Similarly, we analyze the effect of device usage on battery level and again find differences between smartphones and smartwatches. The behavior of smartphone users is not one-sided, whereas the smartwatch data indicates that device usage drives battery level rather than the other way around (Figure 7).
Following this, we present a series of sanity checks to verify the correctness of the presented method. We show that the hour-of-day is not driven by device usage (which would be impossible), but the causal relationship is, in fact, the other way around (Figure 8). We generate synthetic data to show that even highly correlated data does not necessarily give rise to causation in the presence of a confounding third variable (Figure 10). Finally, our results show that the time-series based CCM method can also be used in task-based laboratory studies by considering each task as an element in a series. As shown in Figure 11, although finger and battery temperature are highly correlated (Sarsenbayeva et al., 2017), they do not have a causal relationship. This shows that CCM is an applicable method not only for in-the-wild studies, but can also be applied in laboratory-based studies. CCM could, therefore, be of potential use in classic low-level ergonomic experiments, which are the foundations of much of today’s HCI research.

One important detail that is not apparent in our results is the computational intensity of our method. The computational complexity grows linearly with the addition of additional participants (all of which are considered as individual ecosystems). The analyses presented in this paper take 4 days to complete on a single 3.2 GHz processor. In our analysis script, we implemented parallelization which allows the analysis to complete significantly faster: using a 32-core machine the analysis time was reduced to less than 4 h. Thankfully the analysis lends itself to parallelization, since each participant’s data can be analyzed independently, and at the end all results are combined to generate our plots.

Finally, we highlight that interpretation of the results, and the quality of the results, depends substantially on the sample size. In Figure 8 top, we observe that for one participant (in the top-right quadrant) we have obtained a seemingly impossible result: device use affects the hour-of-day. The presence of this datapoint suggests that if our sample consisted of that sole participant, then we would be seemingly faced with an impossible result. Therefore, it is important to interpret the sample as a whole, and that is why we have decided to not simply report mean values but also to visualize the results of all participants. This situation bears great resemblance to the work by Bennett et al. (Bennett, Miller, & Wolford, 2009) who reported in an fMRI study the surprising result of brain activity in a dead salmon. The salmon was ‘presented’ a set of photographs depicting humans in social situations and asked to identify the emotion of the human shown in the photo. Due to the large number of analyses completed in an fMRI study, some of the tests turned out positive despite controlling for multiple comparisons in the fMRI results. These results would indicate that there was, in fact, actual brain activity in the dead salmon. Earning an IgNobel prize for their study, Bennett et al. (Bennett et al., 2009) showcase how the multiple comparison problem can lead to incorrect interpretation of results. Analyzing multiple deceased salmons would have indicated that their initial results were in fact noise rather than actual brain activity. Similarly, an increase in sample size in HCI studies will strengthen the reliability of the results and avoid misleading conclusions due to noisy small samples. A strength in our analysis is the fact that participants are treated as a potentially unique dynamic system, while summarizing these various ecosystems (ergo, participants) in one figure, rather than just a single number. This allows for a rigorous inspection of outliers and interpretation of the general trend(s) between two variables across participants. In addition, our comparison between the original data and generated surrogate data further demonstrates the reliability of our results (Figure 13).

4.1. Data analysis in HCI

Traditionally in HCI we conduct controlled experimental studies in which two (or more) systems are compared in terms of multiple variables. By strictly controlling the experiment and ensuring that the only difference notable to participants is in the presented systems, researchers aim to explain the effect of the system’s differences on the user’s performance or attitude. As a result, the relationships we analyze are restricted to a single direction: how does the system affect the user (e.g., user performance, user preference)? However, the relationship between user and system is bidirectional
rather than unidirectional (Carroll, 2000), similar to the bidirectional ecosystem relationship between wolves and sheep. For example, the usability of a system may attract users to use a system more frequently, and this increased usage will in turn also affect the user’s interaction with the system.

Analysis of a study in which two systems are compared typically relies on t-tests, ANOVAs, or related non-parametric tests (e.g., Wilcoxon signed-rank test) to investigate whether an effect is likely. Although a carefully designed study (e.g., randomized control trial) can provide causal inferences in combination with the aforementioned analysis techniques (Cairns, 2019), it does not consider the potential bi-directional relationship that can exist between participant behavior and a technology. Additionally, controlled experiments may not always be feasible due to (a combination of) ethical concerns, costs, or the time required for the complete effects to realize. As shown in Figure 11, it is possible for two highly correlated variables ($r = 0.85$) to have limited causality – indicating that the variables do not affect each other in any way. In comparison to a controlled study environment, user behavior in longitudinal and in situ studies is more likely to resemble a complex system. Determining the existence and direction of a cause-and-effect relationship between two variables is helpful in a wide variety of HCI studies, but becomes increasingly complicated when collected participant data in the ‘real world.’ The method presented here allows researchers to identify cause-and-effect relationships based on rich time-series data, which are increasingly common in HCI and beyond.

4.2. Causality in HCI

Convergent Cross Mapping is neither the first nor the only method to empirically infer causality. In fact, the study of causality has brought forward a variety of statistical approaches aimed at this goal (Pearl, 2009). Such approaches are typically based on a combination of a model and corresponding measurements of the system (Monster, Fusaroli, Tylén, Roepstorff, & Sherson, 2016). However, as indicated by Monster (Monster et al., 2016), in many cases such a model of the system is not available, or the multiple available models provide conflicting information – this is especially true in the field of complex natural, technical, and social systems. We argue that such problems are also faced in HCI, where, for example, the use of a technological artifact can be considered as a dynamic complex system which cannot be fully captured in any single model or set of models.

We, therefore, turn to the use of model-free methods in establishing causality. Granger causality, originally published in 1969 (Granger, 1969), is likely the most widely known method used to determine the relation between two timeseries. Other methods include the use of lagged correlation and Bayesian networks (Korb & Nicholson, 2008). CCM, the method we apply in this paper, was proposed as an alternative to these methods, most prominently as an alternative to Granger causality. Granger causality is used for the analysis of two easily separable variables in a linear system (e.g., stock market performance and a country’s economic growth). CCM on the other hand, is suitable for the analysis of weakly coupled variables in a non-linear dynamic system (Monster et al., 2016; Sugihara et al., 2012). Furthermore, Granger causality assumes that cause comes before effect (Granger, 1969), whereas both the ‘sheep and wolves’ example and some of our results indicate that this assumption is not warranted. The analysis presented in this paper (e.g., the causal relationship between battery level and smartphone usage) are typical of the research questions in HCI. MCCM allows us to analyze the ‘messiness’ of real-world user interaction across large and divergent participant samples.

Furthermore, DeAngelis and Yurek (DeAngelis & Yurek, 2015) point out the central role of equations in modern science, stating that “mathematics has not had the “unreasonable effectiveness” in ecology that it has had in physics” (DeAngelis & Yurek, 2015). This stems from the fact that it is near impossible to parameterize all aspects of an ecological system in a single model. As such, rather than formulating equations to construct a model, the authors state that the collected data should directly determine the model (DeAngelis & Yurek, 2015). This notion forms the basis of (Ye et al.,
equation-free ecosystem forecasting using empirical dynamic modeling. Equation-based modeling in HCI faces the same problems as identified in ecological modeling. Capturing and measuring all aspects of the interaction between a user and an artifact, including a complete overview of the user’s context, is near impossible regardless of the care a researcher takes in controlling a study. Takens’ theorem describes how the future state of a complex dynamic system can be predicted using time series data of only a single variable of that system (Takens, 1981). This is an important property for the analysis of observational, in-the-wild studies. Given the nature of in-the-wild studies, researchers are unable to control for all confounding variables which may potentially affect the variable of interest. Takens’ theorem suggests that these latent variables nevertheless leave an imprint on the variables captured by the researcher. Returning to the example of wolves and sheep introduced at the onset of this paper, it is easy to imagine that the availability of grass affects the sheep population. Even though the variable ‘grass’ may not be measured by the researcher, changes in the availability of grass are reflected in changes in the sheep population. As such, the analysis can determine whether there is a relationship between wolves and sheep without necessarily measuring the amount of grass, rain, or other potentially confounding variables.

The implication for HCI researchers is that when using our proposed method it is not necessary to capture all aspects of the context of the participant, which would be impractical, but that sampling can be limited to those variables of interest that can be captured reliably.

Wobbrock and Kientz (Wobbrock & Kientz, 2016) categorize the possible contributions of HCI research into seven categories; empirical, artifact, methodological, theoretical, dataset, survey, and opinion. The use of MCCM can be of significant importance to three HCI contribution types. By identifying causal relationships in empirical studies, researchers obtain new knowledge on the relationship between participant behavior and technology. Such findings can inform the design of new artifacts. For example, based on the results obtained in Figure 6 (device usage drives the number of notifications) we can infer that a support software aimed to reduce the number of notification-related interruptions should, in fact, support the user in lowering their overall device usage. Finally, the knowledge obtained through MCCM can support new theory building and its subsequent validation by identifying the causal relationship between studied variables. As described by Wobbrock and Kientz, “Fully developed theories offer explanatory accounts, not simply observing ‘that’ but explaining ‘why.’” (Wobbrock & Kientz, 2016). For this, as we have shown EDM and more specifically MCCM can be a useful complement to existing approaches in HCI and elsewhere.

4.3. Study designs in-the-wild

The paradigm shift of conducting research in-the-wild rather than in a laboratory has resonated strongly with the HCI community (Chamberlain, Crabtree, Rodden, Jones, & Rogers, 2012; Rogers, 2011). In transitioning from laboratory studies to real-world observations, HCI researchers have often relied on the lab-based practice of introducing conditions to their study designs. We summarize common study configurations for lab-based and ‘in-the-wild’ studies in Figure 14. Introducing conditions ‘in-the-wild’ does however introduce an interesting incongruity: imposing artificial study conditions upon participants as we attempt to study them in a naturalistic environment. This level of ‘undisturbed’ observation is typically seen in ethnographic research but rarely in empirical work.

We believe that using the analysis method presented in this paper, researchers can achieve a better understanding of their participants’ interaction with technology without the need for experimental conditions. This approach, sometimes labeled as computational ethnography, compels us to rethink the design and goals of experiments in HCI. Conceptualizing the participant’s world as a dynamic system allows us to study this environment without introducing artificial conditions in the participant’s world to determine significant effects. Our method allows us to identify relationships between variables and obtain a higher-level understanding of the participant’s interaction with technology. Arguably this approach is more compelling to use when studying macro-level behaviors, such as in the case of digital phenotyping, rather than micro-level behaviors, such as text entry usability. We
therefore consider this approach highly attractive for the study of complex, high-level concepts – which are by definition intertwined with other variables. Although these ‘macro-level’ studies could broaden our understanding of the effect of technology on peoples’ lives, these types of study are currently underexplored. ‘Traditional’ analysis techniques (e.g., ANOVA, linear modeling) require researchers to either reduce the complexity of the outside world (i.e., laboratory study) or collect data on all potentially influencing variables – a non-viable approach. The method we have presented, on the other hand, intrinsically captures the effect of these latent variables on the collected variables.

Although a limitation of the presented analysis technique is the requirement for repeated data collection (e.g., time-stamped data), there are a number of advantages which we have not yet discussed. MCCM allows for the identification of cause-and-effect relationships between two variables (given that they meet the time series criteria). MCCM does not offer a one-stop solution to analyzing more than two variables simultaneously, as is, for example, the case in multiple regression. In essence, multiple regression allows researchers to identify which variables affect the variable of interest and to get a sense for the size of their effect. To construct an answer on questions involving three or more variables, MCCM requires independent pairwise analyses on the various combinations of variables. Following this, the individual test results can be used to answer the overarching question. While being more laborious than a single test, the MCCM will provide richer insights into which variables drive which. Similarly, MCCM cannot be used to analyze the full-causal relationship of control variables. To clarify, consider an analysis with variable A (control) and variable B (dependent). As the researcher controls variable A, variable B cannot simultaneously control variable A. The effect can only be in one direction (variable B affects variable A). This is similar to our analysis of causality between the hour of day and device usage, as it is simply impossible for device usage to drive the hour of day (Figure 8).

Studies in which the goal is to compare two or more artifacts are however not always feasible without introducing any conditions. For example, in one of our previous studies, we analyzed the effect of gamification on the quality and quantity of mobile self-report data (van Berkel, Goncalves, Hosio, & Kostakos, 2017). The study featured a between-subjects design, in which half of our participants installed a gamified application (i.e., leaderboard, points, etc.) and the remaining half installed a non-gamified application. This allowed us to verify the effect of gamification without informing those in the non-gamified condition that we are tracking their scores. The presented study
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design is typical in the current HCI landscape, in which two artifacts are compared by analyzing their respective effect on participants in-the-wild. As MCCM does not allow for a direct analysis of variables across conditions, one can run a separate analysis for each category and a variable of interest. Doing so for a binary categorical variable (in our example: gamified or non-gamified) will generate two separate plots, identifying the relationship of interest for each condition. Then, based on these plots and summarized results, it is possible to compare the direction and effect of a variable of interest between two conditions. We label this approach as ‘interventional’ in Figure 14. The same approach can be used to analyze differences in causal relationships between other categorical variables (e.g., testing for differences in gender, geography, or other demographics).

Rather than analyzing categorical variables which have already been established (e.g., conditions, gender, etc.), the proposed visualization method can be used to visually identify unknown clusters in the dataset if they exist. For example, we know from the literature that people use their mobile devices differently, and researchers have applied clustering to identify these differences (Goncalves, Hosio, van Berkel, Ahmed, & Kostakos, 2017; Visuri et al., 2017; Zhao et al., 2016). Clusters can emerge in the analysis as a group of participants for which the relationship between variables is in the opposite direction or off different strength. For example, while for a large majority of participants in our smartwatch dataset their battery level is driven by smartwatch usage—a cluster of participants emerges with an opposite relationship in which battery level drives device usage.

4.4. Weaknesses and limitations

The analysis technique presented in this paper relies on time series data. The collection of such a dataset requires repeated measurements over a period of time. Therefore, this method of analysis is only suitable for studies in which participants are observed and (continuously) tracked for an extended period of time. Data which is collected through one-off surveys, interviews, or otherwise missing a repetitive nature of data collection cannot be used in combination with CCM. The suitable granularity for time series analysis is dependent both on the richness of the data and the total duration of the study. In our evaluation of Dataset 2, in which there was a wide dissimilarity in the duration of data collection between participants, we observe many ‘discarded’ participants as the result of insufficient data (see Figures 6–8).

We opted to analyze our results without filtering out these participants to highlight the robustness of the method. Although it would not change the ultimate outcome of the direction of causality (discarded participants are not considered for this), future usage of this method may consider specifying the exclusion criteria of participants prior to analysis and not include these in the MCCM procedure. Through our analysis of Dataset 3, we show how this method can be applied in laboratory studies on a task-based granularity as opposed to a time-based delimiter (e.g., minutes, hours).

In addition, the technique requires adequate volumes of data for each participant. In our analyses, we use a threshold of at least 10 data points per participant, but more stringent requirements might increase this to 20 or even 30 to obtain adequate coverage of a dynamic systems for each individual. These may be the number of points in a time series dataset (per each variable), or can be the number of distinct tasks that the participant was observed doing. In our experience, the datasets tend to fail the heuristics when they have fewer data, and additionally, the number of observations limits the search space for E (embedding dimension).

Finally, we have described how CCM can only analyze pairwise relationships, unlike multiple linear regression where multiple variables can be considered. In the presence of multiple variables, one has to conduct multiple pairwise analyses between the outcome variable and each of the variables of interest.

5. Conclusion

In this paper, we present the use of Multiple Convergent Cross Mapping (MCCM) for the analysis of human behavior in HCI. While the basis of MCCM has been in active use in other scientific fields,
most prominently in Ecology, it has never been applied to HCI. By analyzing time-series data of two variables, MCCM is able to detect the causality between these two variables and identify which of the two dominates. Whereas CCM has previously been applied to analyze single ecosystems, MCCM can summarize and visualize a large number of ecosystems (ergo, participants), as user studies in HCI typically involve multiple participants. Our analysis shows how these results could reveal interesting information about a participant population and present results on two in-the-wild studies, a laboratory study, and an artificial dataset. We revisit previously carried out data analyses and find examples where a high correlation does not result in causation. In addition, we show that our analysis method can reveal differences in the population (e.g., clustering behavior). Finally, we present various sanity checks to verify the validity of our approach.

We believe our analysis method will be useful for a variety of study designs in HCI. For laboratory studies, we show how our technique can be useful to establish causality between two variables even in the absence of explicit time series data by analyzing experimental data on a task-level. For in-the-wild studies, we identify two additional changes in perspective. First, rather than imposing research conditions, and thus affecting the in situ observation of participants, the presented analysis method allows researchers to better understand the complex interaction between people and technology without inferring about the participant’s low-level interaction with technology. Second, instead of utilizing a unidirectional analysis such as regression (in which one variable is the dependent variable), CCM allows for a bidirectional analysis without the problematic assumptions associated with Granger causality. Crucially, the presented analysis accounts for latent variables, and therefore researchers can be selective in which variables they capture or analyze. We argue that, similar to the relationships identified in ecological systems, the relationship between a human and a technological artifact may often be bidirectional rather than unidirectional. Using the presented EDM and CCM analysis methods, researchers can identify these relationships and achieve a better understanding of the interactions between humans and technology while making minimal assumptions about the form these interactions take over time.
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